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Abstract

The problem of detecting insider threats i.e. authorized in-
dividuals who pose a threat to an organization is challeng-
ing. Since insiders have authorized access to and use sensi-
tive data and systems on a day-to-day basis, the difference
between an attack and benign normal behavior is small. We
propose a method to address these issues by leveraging peer
group metadata to build more robust models of normal be-
havior and investigate how to make use of multiple of these
models and aggregate the results. Our experiments show that
the use of peer group metadata improves performance over
individual models trained using either hand-crafted features
or event sequences.

Introduction and Related Work

The problem of detecting insider threats i.e. authorized indi-
viduals who pose a threat to an organization is challenging.
In contrast to intruders, insiders, through their daily work,
are often quite knowledgeable about the location of sensi-
tive information that could both lead to potentially higher
cost attacks1 and be more difficult to detect. Since insiders
have authorized access to and use sensitive data and systems
on a day-to-day basis, the difference between an attack and
benign normal behavior is small.

There are a number of methodologies for the insider threat
problem [see (Sanzgiri and Dasgupta 2016) for a more com-
plete taxonomy]. We focus on a data driven approach ap-
plying anomaly detection to users. A thorough survey of
anomaly detection is provided in (Chandola, Banerjee, and
Kumar 2009) and a survey focused on anomaly detection
for sequential data is provided in (Chandola, Banerjee, and
Kumar 2012).
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Air Force Contract No. FA8721-05-C-0002 and/or FA8702-15-D-
0001. Any opinions, findings, conclusions or recommendations ex-
pressed in this material are those of the author(s) and do not nec-
essarily reflect the views of the Assistant Secretary of Defense for
Research and Engineering.
Copyright c© 2018, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

1Ponemon Institute 2017 Cost of Data Breach Study
https://public.dhe.ibm.com/common/ssi/ecm/se/en/sel03130wwen
/SEL03130WWEN.PDF

The data used for anomaly detection based insider threat
detection is typically application level logs collected from
endhosts. The CERT division at the Software Engineer-
ing Institute at Carnegie Mellon University has produced
a number of variants of synthetic data designed for insider
threat detection (Lindauer et al. 2014; Glasser and Lindauer
2013). Since these data sets are publicly available and have
no restrictions on publication, many previous methods use
these data. These data sets consist of email, web, logon,
file, and usb connection activities for all simulated users as
well as LDAP databases providing metadata about each user.
Other data sources include Active Directory logs (Hsieh
et al. 2015), netflow and audit logs (Mayhew et al. 2015),
text written by users (Contreras et al. 2015; Gavai et al.
2015) and psychological indicators (Contreras et al. 2015;
Greitzer and Frincke 2010).

Efforts to detect or predict attacks by insiders is further
complicated by high diversity of behaviors within organiza-
tions. Large organizations often consist of different depart-
ments tasked with separate missions and goals, and the back-
ground and tasks of users within their computer systems dif-
fer throughout these divisions of the organization.

The common approaches to this problem are to either
build a single overarching model of behavior within the or-
ganization or build individual models for each user. However
both of these approaches ignore the potentially valuable in-
formation available from how the organization is structured.
The primary goal of this work is to introduce a method to
leverage this “metadata” about users within an organization.
By “metadata”, we are referring to data about users that in-
dicate commonality or similarity. For example, these may
include the role, position, level, or job title of a user, the
projects or teams a user is currently working on, or the larger
group or department a user belongs to within the organiza-
tion. This approach addresses two major issues user behav-
ioral modeling for insider threat detection: (1) the cold start
problem for new users, and (2) overfitting introduced from
individual models.

In (Senator et al. 2013), the authors evaluated a wide va-
riety of anomaly detection methods ranging from ensembles
of Gaussian mixture models and classifier adjusted density
estimation (CADE) (Hempstalk, Frank, and Witten 2008),
to temporal models like particle filters (Mappus and Briscoe
2013) and graph based algorithms (Riedy and Bader 2013).
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In their experiments on two months of data collected from
an enterprise, CADE was the best performer using AUC and
precision@k as metrics. However, the feature driven meth-
ods (like GMMs and CADE) used 111 calculated features
specified beforehand by subject matter experts aggregated
on a daily basis. This necessitates that any temporal interac-
tion within a day must be encoded by feature engineering. In
this work, we use the raw sequence of events so that custom
feature engineering is not required and temporal dependence
can be captured by the models.

The raw event sequences were used in (Rashid, Agrafio-
tis, and Nurse 2016) to fit hidden Markov models (HMMs)
for insider threat detection. Rashid et al. proposed a system
to identify anomalous user behavior on a weekly basis that
was validated on the CERT data set r4.2. They fit an HMM,
using randomized restarts for each user, initially trained on
5 weeks of data and retraining on new data throughout the
testing period. Our work can be viewed as a natural exten-
sion of this work.

We apply Long-Short Term Memory (LSTM) networks
for anomaly detection. Introduced by (Hochreiter and
Schmidhuber 1997), LSTM is a type of recurrent neural net-
work that has been applied to anomaly detection in a variety
of applications. LSTMs were investigated for anomaly de-
tection in multiple types of time series data in (Malhotra et
al. 2015), which introduced a stacked LSTM model to cap-
ture long-term temporal dependence in the data. In (Taylor,
Leblanc, and Japkowicz 2016), LSTMs were used to iden-
tify anomalies in the Controller Area Network (CAN) bus
of vehicles. In (Cheng et al. 2016), the authors proposed a
system for detecting anomalies in Border Gateway Protocol
(BGP) traffic at multiple scales.

LSTMs have been previously applied to insider threat de-
tection on the CERT data set by (Tuor et al. 2017). They use
a number of count features combined with indicators of each
LDAP category for a user. In their experiments, they found
that removing the LDAP metadata resulted in a minor im-
provement to performance. In contrast, we propose building
distinct models for the user metadata in LDAP and aggre-
gating these models.

In the section titled Anomaly Detection Methods, we in-
troduce the LSTM model and describe our approach to lever-
aging peer groups to build ensemble models for insider
threat detection. In the section titled Empirical Results, we
introduce standard baseline models to compare our results
to, describe the data set we use for comparison, and describe
in more detail the LSTM architectures we used and approach
to ensembling.

Anomaly Detection Methods

Long-Short Term Memory Recurrent Neural
Networks

Recurrent neural networks (RNN) are designed to capture
long run behaviors and patterns in input data. This en-
ables them to achieve better performance compared to feed-
forward networks in a variety of applications. However, the
long term dependence has a downside that training suffers
from the “vanishing gradient” problem (Bengio, Simard, and

Figure 1: Depiction of a single LSTM unit including the in-
put (It), output (Ot), and forget (Ft) gates.

Frasconi 1994). LSTMs addressed this issue via a “forget
gate” where stored information about previous observations
is dropped during the training process.

For the insider threat detection problem, we use the raw
event sequences of observations (see table 2 for a full list)
one-hot encoded as the input into the models we build and
the task these models are trained for is to predict the next
event in the sequence. We investigate architectures with one
or two layers of LSTMs with varying memory cell dimen-
sion and a final fully connected layer. This produces a gener-
ative model for the next observation of a sequence of events
given the history. For model i, let h(i)

t denote the output of
its LSTM. This is fed into a fully connected layer which pro-
duces a probability distribution p

(i)
t (·) over events.

We build two types of models, the first are trained us-
ing only the data for an individual user and the second are
trained using the data from groups of users who share certain
metadata. For the latter models, for each user, depending on
their specific metadata, a number of the models are aggre-
gated to calculate anomaly scores. In particular, we consider
approaches that weight models based on the number of users
that are used in training the model. We hypothesize that this
will reduce the effect of the less useful general models, while
still being robust when compared to noisy individual mod-
els.

Note that for a newly observed event the output of each
RNN model is the probability under that model of observ-
ing the event. However, when comparing models trained on
different data or sets of data, these probabilities are not com-
parable. Therefore some standardization or normalization
is necessary to combine the probabilities. Based on some
preliminary analysis of a random sample of users, a Gaus-
sian distribution is fit to the scores on the training data for
each model. Anomaly scores are subsequently calculated by
normalizing the RNN probability using estimated mean and
variance from this distribution.

Given training data events e1, . . . eT , the ith generative
model is used to calculate the likelihood of the observed se-
quence

p
(i)
0 (e1), p

(i)
1 (e2), . . . , p

(i)
T−1(eT ).

Let μ(i)
T and σ

2(i)
T denote the empirical mean and variance

of this sequence of estimated probabilities. Then, for t > T ,
the anomaly score s̃

(i)
t of a newly observed event et+1 is
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Figure 2: Overview of the user metadata group model en-
sembles

given by

s̃
(i)
t (et) :=

p
(i)
t (et)− μ

(i)
T

σ
(i)
T

.

Organization Group Ensembles

Many organizations are hierarchical and have overlapping
partitions of users. We seek to leverage this user metadata to
improve the performance of building normal behavior mod-
els for users.

Denote the set of users in an organization by U , and as-
sociate to each user a collection of user metadata Du for
u ∈ U , for example a job title, department they work in,
projects they work on, etc. Let D denote the alphabet of pos-
sible user metadata.

Then for each distinct user metadata d ∈ D we can asso-
ciate a set of users

Ud := {u ∈ U : d ∈ Du}
that have metadata d.

For each metadata d, we aggregate all the sequential data
for users in Ud and train a single LSTM model Md.

Given a new sequence of observed data for a user u, the
models {Md : d ∈ Du} are ensembled to compute a com-
bined anomaly score. For notational simplicity, for metadata
d, in superscripts we refer to model Md by d. Then for user
u, the anomaly score of the observed event et is given by the
average

s
(u)
t−1 :=

∑

d∈Du

wds̃
(d)
t−1(et),

where the weights (wd) may depend on the metadata group
d. Specifically, we look at weights that are a function of the
size of Ud, i.e. wd = f(|Ud|). We investigate a number of
choices for f in the sequel.

This enables building models that capture common be-
haviors across similar groups of users in an organization
and, in comparison to individual user models, reduces the
likelihood of overfitting specific observed behaviors. Addi-
tionally, for data hungry methods like LSTMs, more data is
used in the training process.

Source Device Email File HTTP Logon
Count 13 16 12 12 11

Table 1: Feature counts

Empirical Results

To evaluate the effectiveness of LSTMs and the user meta-
data ensembling approach, we performed a number of ex-
periments on one of CERT’s synthetic insider threat data
sets. All of the models were trained and evaluated using
the Keras2 Python package version 2.0.3 with a Tensor-
Flow3 (Abadi et al. 2016) version 1.3.0 backend.

In the following experiments, we present performance
results in terms of receiver operator characteristic (ROC)
curves as well as the summary statistic area under the ROC
curve (AUC). False positive rate, unlike precision, is not sen-
sitive to class imbalance, which is a significant problem in
insider threat.

We are primarily interested in three research questions:
(1) for individual user models, what effects do changes in
the model’s architecture have on performance? (2) for the
metadata-informed models, how do different ensembling
strategies affect performance? and (3) how do the metadata-
informed models compare to individual user models?

Baseline Methods

As in (Tuor et al. 2017), for baseline models we use one class
support vector machines (OC-SVM) and isolation forests
implemented in the scikit-learn (Pedregosa et al. 2011)
Python module. We collected 64 features aggregated on
a daily basis. These include counts of all seen activities,
first/last time of each event, and email attachment statistics.
We add to these an indicator for the day of the week. For
many of the users, over many days, there were no events
of the type being aggregated. This produced zero counts for
the count features and undefined values for others. We used
a per-user median imputation strategy with an additional bi-
nary feature for each imputed value.

Since the distributions of some of the previous features
are heavy tailed, we apply a percentile transformation as a
preprocessing step. For each feature, we replace the raw fea-
ture value with its percentile in the training data empirical
distribution.

Data Set

We use CERT’s synthetic insider threat data set version
r6.2 (Lindauer et al. 2014; Glasser and Lindauer 2013) for
all experiments. Standard network and host events were sim-
ulated for a synthetic organization of 4000 employees, en-
compassing email, web, usb device, file, and logon activi-
ties. Data was generated for the timespan between January
2, 2010 and June 6, 2011 covering 516 days. Into these nor-
mal behaviors, 5 distinct attacks by insiders over 47 days
were injected of a variety of types.

2https://keras.io
3https://www.tensorflow.org/
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Event Count

ConnectActivity.CONNECT 778,354
ConnectActivity.DISCONNECT 773,474

EmailActivity.SEND 3,832,466
EmailActivity.VIEW 7,162,491

FileActivity.OPEN 657,500
FileActivity.WRITE 251,126
FileActivity.COPY 725,458

FileActivity.DELETE 380,799
HTTPActivity.VISIT 115,401,178

HTTPActivity.DOWNLOAD 1,413,637
HTTPActivity.UPLOAD 210,401
LogonActivity.LOGON 1,948,933

LogonActivity.LOGOFF 1,581,352

Table 2: Counts of events in the CERT r6.2 data set

Previous versions of the CERT dataset used simulate
smaller organizations and introduced more attacks. We
chose the r6.2 dataset because it provided the most realis-
tic ratio of attacks per benign user.

In all experiments, we used the first 90 days of data (note
these are calendar days, not work days nor days of non-
empty data) from the respective users in training each of the
models. We did not perform any retraining and the remain-
ing 426 days were used for evaluation. We chose 90 days
as a reasonable compromise between time until applying the
results of the model and collecting sufficient training data. In
contrast, (Rashid, Agrafiotis, and Nurse 2016) started with 5
weeks of training data to build hidden Markov models (with
retraining every week), however, they evaluate performance
on a weekly basis, and (Tuor et al. 2017) used 418 days for
training of individual user LSTMs.

Even though the anomaly detection methods we evalu-
ate produce scores for each individual event produced by a
user, we aggregate these scores over a period of 24 hours to
produce an anomaly score for users on each day in the test
set. For days in which a user did not have any correspond-
ing events (e.g. weekends for many users), we assumed that
such days were not anomalous, setting the anomaly score of
these days to zero.

Feature Extraction

For the anomaly detection methods, we restricted the dis-
crete observable events to type and activity. This resulted in
13 possible observables: in Table 2. Because of the imbal-
ance in the distribution of events, with HTTPActivity.VISIT
comprising over 85% of all the events, we applied instance
weighting during training of all LSTMs, weighting each
event type by the reciprocal of the square root of its respec-
tive count in the training data. This choice of class weights
appeared to produce the best results in terms of the distribu-
tion of predicted events.

User metadata was collected from LDAP data included in
the CERT data set, which included role (e.g. job category),
business unit, functional unit, department, team, supervisor,
and projects. We used role, functional unit, department, and
team as available metadata for the group models. Business

Metadata Count

Role 46
Business Unit 1
Functional Unit 11
Department 23
Team 90
Project 366
Supervisor 246

Table 3: Metadata and its counts of unique values observed
in the CERT data set

Figure 3: ROC curve comparing one and two layer LSTMs.

unit was constant throughout all users in the data set and
the number of supervisors and projects were more numerous
than the other groups, which would have resulted excessive
computational costs in the training process and models that
would be too specific.

LSTM Architecture

The first set of experiments we performed were designed to
explore the effects that tuning the architecture of the model
could have on its performance as an insider threat detector.
Following (Malhotra et al. 2015), we look at stacked LSTMs
to capture long-term temporal structure in the data and com-
pare the results to using a single-layer LSTM. In Figure 3,
we plot ROC curves for a single and dual layer LSTMs
(both with 32 memory cells). The two layer LSTM per-
forms marginally better in terms of AUC, but from a practi-
cal standpoint, these two architectures are indistinguishable
in terms of performance.

One explanation for this result is that the baseline normal
behavior data is simulated by a process that may not possess
much long-term temporal dependence and use in real-world
data might produce different results. Another explanation is
that only 90 days of events were used in the training set,
in contrast (Tuor et al. 2017), who used the same data set,
trained on 418 days using a total of over 111 million separate
events. As more data is incorporated into the training set,
the more complicated stacked model might outperform the
simpler. For the remaining parameter tuning experiments we
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Figure 4: ROC curve of different averaging strategies of user
groups

selected the more parsimonious single-layer model.

Ensembles

We investigated a variety of aggregation strategies to pro-
duce user models from the metadata group models. Starting
from the intuition that the fewer users belonging to a meta-
data group, the more informative it should be in predicting
user’s events, we look at weighted averages of the model
scores depending on the number of users in the model’s
training set

flinear(n) =
1

n
, fsqrt(n) =

1√
n
, flog(n) =

1

log(n+ 1)
.

In Figure 4, we show the performance of the different
weighting schemes. These experiments confirm the previ-
ous intuition that inversely weighting a model’s anomaly
scores by the number of users belonging to that model re-
sults in a more accurate ensemble. Each of the weighting
procedures—linear, square root, and log—perform better
than equal weights and as the weight function becomes more
sensitive to a group’s size (i.e. going from natural log, to
square root, to linear), AUC improves.

We can then ask what happens in the extreme extension
of this strategy of penalizing large models and prioritizing
smaller models. To answer this question, we consider the
strategy of only using the smallest model (in terms of num-
ber of users sharing the same metadata value) for anomaly
scores:

fmin(|Ud|, u) = I(d ∈ argmin
d′∈Du

|Ud′ |).

However, as seen in Figure 4, this “weighting” performs
slightly worse than an unweighted average. Therefore, there
is useful information available in other peer groups besides
the one most closely describing a user.

We compare the linear weighting and unweighted average
aggregation schemes to the best performing individual user
models and baseline systems in Figure 5. Over moderate re-
gions of false positive rate (i.e. 0.3 to 0.5), the group meta-
data ensemble methods perform significantly better than the

Figure 5: ROC curve comparing a two layer LSTM with 32
memory units, group metadata ensembles with unweighted
and linear count weights, and the baseline one-class SVM
and isolation forest algorithms.

alternatives; however, at operating points with low false pos-
itive rate (i.e. less than 0.05), group metadata ensembled
methods perform worse than random guessing. Note from
Figure 4, other averaging functions than linear perform bet-
ter in this region. This is most likely due to a single benign
user (KDC0444), who has 93 out of the top 100 most anoma-
lous scores according to the linear averaged method. Linear
averaging disproportionately weights this user because the
peer groups the user belongs to are relatively small. This
user’s role is an Attorney, is in the Purchasing functional
unit and Contracts department (she does not belong to any
team), with respective sizes 3, 18, and 6, while the average
sizes of these groups are 107.6 for roles, 255.1 for functional
unit, and 237.6 for department.

Conclusion and Future Work

We proposed a method for insider threat detection based on
the principle that comparing a user’s behavior to similar peer
groups will produce a more accurate and robust system in
comparison to only looking at each user individually. We
have presented some empirical evidence to support the con-
clusion that using user metadata like a user’s role, team, or
department to build these models from peer groups can im-
prove detection over individual user models. Additionally,
results from these aggregated models are sensitive to how
the anomaly scores are averaged.

One major avenue of future work is to examine unsuper-
vised data driven ensembling methods on a per-user basis.
The use of number of peers belonging to a group in aver-
aging models is a crude first approach and a more refined
approach that ”lets the data speak for itself” is needed. Ad-
ditionally, such approaches could elucidate the relative im-
portance each peer group has on predicting future behav-
iors, which could, by itself, provide valuable insights for this
method and user behavioral modelling in general.

In user behavioral modeling for insider threat detection,
there are two major issues (1) the cold start problem for new
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users, and (2) possible interference via adversarial users.
User group ensembles can address both these issues. For
new users without any or sufficient training data, knowledge
of their metadata can be leveraged to use previously built
models from similar user data, where “similar” depends on
the type and availability of metadata for users. In all sys-
tems that attempt to model normal user behavior to predict
or detect attacks by insiders, there is a potential attack to
the system itself that a malicious user can undertake. Given
a desired set of behaviors (e.g. sensitive data exfiltration
via email), a malicious user can progressively modify their
standard behavior (e.g. send emails with more/larger attach-
ments of varying file types) so that when the attack is to
be performed, it appears to be less anomalous with respect
to what has been observed. We hypothesize that individual
models trained on a single user’s data are more sensitive to
these manipulations, whereas models that aggregate users
will be more robust; however, further work that tests such
hypotheses is needed.
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